### **Related Work**

A literature review of machine learning methods for diabetes classification reveals a number of similar approaches, the most common being Decision Trees (DT), Random Forests (RF), Naive Bayes (NB), Support Vector Machines (SVM) and various ensemble models implementations such as boosting to increase performance. In general, RF and boosted DT seem to perform best. Most of the following papers use the Pima Indians Diabetes Database (PIDD) data sourced from the UCI machine learning repository. In some of these articles, we can also note performance enhancements obtained from data pre-processing steps.

Sisodia et al. in [10] use three machine learning classification algorithms namely Decision Tree, SVM and Naive Bayes to detect diabetes at an early stage. Naive Bayes performs a bit better than Decision Trees but both techniques greatly outperform SVM.

Perveen et al. in [8] classify the occurrence of diabetes in 3 ordinal age groups using C4.5 (J48) decision tree as a base learner. The base learner is improved using bagging and boosting ensemble techniques. In their model, Adaboost performed better than bagging or the standalone C4.5 (J48) decision tree.

The American Diabetes Association in [2] provides an in-depth look at diabetes mellitus from definition and description to diagnosis and classification. The article also provides categories for increased risk for diabetes which can be informative in feature selection and generation.

Nai-arun et al. in [7] apply Logistic Regression, Naive Bayes, Decision Trees, Artificial Neural Networks and Random Forests to the diabetes classification problem. Bagging and boosting methods are used to improve the robustness of these methods. In this paper, the best prediction accuracy was achieved by Random Forests.

Hasan et al. in [5] place particular importance on the data pre-processing step to improve robustness. Multiple machine learning techniques were employed including KNN, Decision Trees, Random Forests, Naive Bayes, AbaBoost and XGBoost. Multilayer Perceptron was also used. An ensemble of AdaBoost and XGBoost provided the best classification performance, exceeding the results of similar literature using the Pima Indians dataset.

Luo [6] explores the tradeoff between the performance enhancements that machine learning methods provide at the cost of interpretability, in comparison to statistical learning methods like logistic regression which is widespread in healthcare. The paper aims to automatically explain the results of any machine learning predictive model without degrading accuracy. It does so by building two models simultaneously, one for prediction and another for explanation. The first model maximizes accuracy, while the second is a rule-based associate classifier only used for explaining the first model’s results without being concerned about its own accuracy.

Sonar et al in [11] compare Decision Trees, Artificial Neural Networks, Naive Bayes and Support Vector Machines to predict the diabetic risk of a patient. The best performance is obtained using Decision Trees.

Alanazi et al in [1] studies the efficiency of diagnosing and predicting diabetes using Random Forest and Support Vector Machines with data from the Security Force Primary Health Care in Tabuk, Saudi Arabia. Random Forests outperform SVM and achieve an AUC of 0.99 on this dataset.

Driss et al in [3] focus on data imputation and is limited to the K-nearest neighbors technique. In this paper, the best performance is achieved using k=11 on the imputed dataset.

Vijayan and Anjali in [12] use AdaBoost to increase the performance of Decision Stump, Support Vector Machines, Naives Bayes and Decision Trees as base classifiers. SVM performed best as a base classifier, but the boosted Decision Stump delivered the best performance overall.
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